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Abstract. This paper proposed a Kinect based 3D arm movement recognition algorithm and ap-

plied this algorithm to an interactive water screen. In the proposed algorithm, a Kinect device 

was employed to track and capture the trajectories of user 3D arm movement. The 3D arm 

movement recognition was achieved using a moving average filter and projection filter to 

smooth the coordinate data in order to enhance the system’s recognition efficiency and accuracy. 

Eight hand movement trajectories were established in this paper. The results indicated that the 

recognition efficiency was higher than 90%, both overall and for individual subjects. In order to 

test the proposed algorithm, we designed an interactive water screen and used the recognition re-

sult to control the display of the interactive water screen. The interactive water screen was de-

signed by combining an Arduino microcontroller board with an electronic water valve. Finally, 

the experimental results show the effective integration between of the proposed algorithm and 

interactive water screen. 

Keywords: arm movement recognition, interactive water screen, Kinect 

1 Introduction 

Motion sensing systems have become widely used by gaming enthusiasts in recent years. Such systems 

can detect body gestures to execute specific functions on a game console according to specific gestures, 

enabling users to control the system through gestures rather than conventional game controllers. This 

process is similar to communicating with other people through gestures. Accordingly, this study adopted 

a motion sensing system to recognize hand movement trajectories, enabling users to interact with the 

water screen through this motion sensing system. Currently, the two most widely used motion sensing 

systems for gaming are the Nintendo Wii Remote and Microsoft Kinect [1-3]. Because using the Nin-

tendo Wii Remote would require the user to operate a hand-held game controller, Microsoft Kinect was 

selected as the interactive device for the water screen in this study. Current Kinect-based interactive sys-

tems can be characterized into two major groups based on their method of command recognition. For the 

first group, the Kinect device enables system interaction by obtaining and processing environmental 

depth images (grayscale), analyzing environmental dynamics, and recognizing complex hand gestures [4-

6]. The second group of systems have been developed using the Kinect Software Development Kit or 

OpenNI, an open source software project, to collect and analyze skeletal tracking data, which are subse-

quently used to identify specific gestures and execute relevant functions [7-9]. 

Water screen is a type of installation art that is common in landscaping, where the time difference of 

dripping water is manipulated to display information in open spaces. Although the timeframe in which 

the water drop falls is short, water screens are effective for conveying information by utilizing a user’s 

persistence of vision. Current water screen technologies have led to the development of various types of 

resentation method, such as color transformation and image projection [10-11] (see Fig. 1). Despite this  
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(a) water clock [10] (b) water text [11] 

Fig. 1. Water screen examples 

diversity, water screens lack interactivity. If water screens were designed to enable viewers to interact 

with them, their applicability could be enhanced considerably. 

In this paper, we proposed a Kinect based 3D arm movement recognition algorithm to recognize the 

hand gestures and applied this algorithm to an interactive water screen. In the proposed Kinect based 3D 

arm movement recognition algorithm, a Kinect device was employed to track and capture user hand ges-

tures. The data were then converted into trajectory patterns through movement recognition system. Sub-

sequently, the maps were then used as input data to control the water screen presentation (see Fig. 2). The 

aforementioned method is expected to effectively produce an interactive water screen design. 

 

Fig. 2. Interactive water screen system. 

2 3D Arm Movement Recognition 

The Kinect device was used to acquire skeletal tracking data. Hand movements were tracked using coor-

dinate data, which were used to determine the trajectory of the user’s hand movements [12-13]. Fig. 3 

describes the movement recognition procedure.  

2.1 Obtaining hand movement trajectories 

The Kinect device was used to record and store hand movement trajectories. To obtain 3-D coordinates 

(see Fig. 4(a)) for the movement trajectory of a user drawing an M-shape, the Kinect device renders color 

images based on the RGB color model (2-D images on an X–Y matrix), and then uses infrared elements 

to render the depth information of the image (Z axis). 

2.2 Averaging hand movement traject ories 

A moving average filter was used to smooth the tracked trajectories, because locally averaging sample 

data values can eliminate sudden changes in the data. A 5-point moving average filter was employed to 

optimize the movement trajectories twice, as shown in Fig. 4(b) and Fig. 4(c). 
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Fig. 3. Hand movement recognition procedure 

2.3 Projecting hand movement trajectories 

Hand movement trajectories are typically distributed along a plane. Therefore, the spatial problems asso-

ciated with movement trajectories were simplified into planar problems to reduce the computational 

complexity, and enhance the computational speed. The hand movement trajectories were projected by 

observing the individual variance in the three dimensions, where the dimension with the lowest variance 

was the one with the smallest change (i.e., the one with the least data). The dimension with the lowest 

variance was eliminated to reduce the number of dimensions, the results of which are depicted in Fig. 

4(d). 

 

  

(a) Original movement trajectory (b) Trajectory following initial smoothing 

  

(c) Trajectory following second smoothing (d) Projected trajectory 

Fig. 4. Hand movement trajectories 
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2.4 Establishing basic direction samples 

Fig. 5 shows eight basic unit vectors for describing hand movement trajectories. Eight trajectory samples 

were used in this study. Table 1 illustrates the association between the trajectory samples and the basic 

unit vectors. 
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Fig. 5. Eight basic direction vectors 

Table 1. The eight typical hand movement trajectories 

Type Trajectory Template 
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2.5 Recognizing hand movement trajectories 

When an unknown arm movement is to be classified, the sample sequence is compared with each tem-

plate and a measure of similarity (distance) between them is computed. To be precise, let 
'

i
x  be the 2D 

smoothed sample vector of the unknown arm movement with total 1N +  sample vectors. First, we com-

pute 
i
x  in the following way: 
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The vector 
i
x  is then normalized to have unit length. Suppose the kth typical arm movement in the vo-

cabulay is consisted of 
k

D  directions, 
1 2

, ,...k k k

Dk
d d d

w w w  where k

jd  is an integer between 1 and 8. In addi-

tion, these directions are also assumed to appear in the template in this order. Then the similarity between 

the unknown arm movement and kth typical arm movement is computed as follows:  
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where 
j

k

d
N denotes the number of patterns that satisfy the following conditions: 
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2.6 Decision making 

Finally, the unknown arm movement is classified to be the arm movement with the largest similarity in 

the vocabulary. That is, the unknown arm movement will be classified as the k∗ th arm movement in the 

vocabulary if the following condition is satisfied:  

 

kk
S S for k k

∗

∗

≥ ≠  (5) 

3 Interactive Water Screen System 

Interactive water screen system is an application of our proposed 3D arm movement recognition algo-

rithm. The system comprises two components: namely, a motion sensing system and a water screen sys-

tem. The motion sensing system captures and tracks user 3D arm movements, which were processed on a 

computer and then displayed on the interactive water screen (see Fig. 6). 

 

Fig. 6. System framework of the interactive water screen system 

3.1 The motion sensing system 

Microsoft Kinect was launched in November 2010. The Kinect device is a novel type of motion sensing 

game controller that enables users to control games by performing specific body gestures [14] (see Fig. 

7). The Kinect is a right-handed coordinate system consisting of a red-green-blue (RGB) camera and a 

depth sensor composed of infrared emitter and receptor. The RGB camera is positioned at the center of 

the front panel of the Kinect device, with an infrared emitter and depth sensor located on either side of 
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the camera. This array constitutes the time-of-flight (TOF) sensory system within the Kinect device, 

which is the primary system for sensing depth. The device also features an array of four microphones 

located across the bottom of the front panel. The mounting component enables users to tilt the device 

within a range of 54. 

     

Fig. 7. Microsoft Kinect motion sensing device [14] 

3.2 Water screen system 

Fig. 8 shows the schematic diagram of the proposed water screen system. The water screen system com-

prises three modules: namely, a microcontroller board, an electronic water valves and relays, and a water 

circulation pump. The microcontroller’s onboard software triggers the relays, causing the electronic wa-

ter valve to adjust the time at which water flow is switched on and off to control the display resolution of 

the water screen. The circulation pump then controls water circulation to maintain stable water pressure. 

 

Fig. 8. Hardware configuration of the water screen system 

The Arduino Mega 2560 microcontroller board was used as the core computing platform [15], as 

shown in Fig. 9(a). It is an open-source single-chip microcontroller that can be connected to a computer 

via USB. The microcontroller can be programmed using open source software, and an Atmel AVR mi-

crocontroller can be used to develop a simple user interface. In the present study, the Arduino microcon-

troller supplied power to the relays to control the electronic water valve, the image of which is shown in 

Fig. 9(b). An external power supply was required because of the electronic water valve’s high power 

requirements. Fig. 10 shows a photograph of the complete water screen system.  

4 Experimental Results 

Five men and five women were recruited to test the recognition accuracy of the projected hand move-

ment trajectories by recording their hand movements 10 times (80 recordings per subject). The entire 

databased consisted of 800 recordings. Table 2 shows the test results. 
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(a) Arduino Mega 2560 Microcontroller Board [15] (b) Electronic water valve 

Fig. 9. System hardware components 

 

Fig. 10. Water screen system prototype 

 

Table 2. The experimental results 

T

U 
1 2 3 4 5 6 7 8 Ave. 

1   80   80 100 100 100 100 100 100 95.25 

2   90   80   90   90   90   90 100 100 91.25 

3 100   90   80 100 100   90 100 100 95.25 

4 90   90   90   90   90 100 80 100 91.25 

5 100 100   90   80   90 100 100 100 95.25 

6   90   80   90   90 100 100 100 100 93.75 

7 100   90   80   90   80   80 80 100 87.5０ 

8 100   80 100   90   90   80 80 100 90.25 

9 100   90 100   80 100   90 100 100 95.25 

10 100   90 100   90 100   90 100 100 96.25 

Average   95   87   92   90   94   92   94 100 93.25 

Note. * T: trajectory; U: user, and the measurements with percentage as the unit. 

 

Finally, identified hand movement trajectories were used to produce trajectory patterns for the interac-

tive water screen (Table 3). The interactive water screen then displayed the corresponding trajectory pat-

terns according to the recognized hand movement trajectory. 

5 Conclusion 

This paper proposed a Kinect based 3D arm movement recognition algorithm and applied this algo-

rithm to an interactive water screen. The Microsoft Kinect was employed to obtain coordinate data of 

user hand movements. To enhance the recognition efficiency and accuracy, the coordinate data were 

smoothed using a moving average filter and projection filter. Eight hand movement trajectories were 

established in the present study. The experimental results indicated that the recognition efficiency was 

higher than 90%, both overall and for individual subjects. Incorporating the proposed recognition method  
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Table 3. The trajectory patterns for the interactive water screen. 

Trajectory Pattern Trajectory Pattern 

 

 

 

 

 
 

 

 
 

 

 

 

 
 

 

 

 

 
  

 

into interactive water screens can enhance user-device interactivity. 
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